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General Preparation

Citrix CTX131611 — Known Hardware Related Provisioning Services Issues

1. Build the VDA like normal.
2. Update VMware Tools.
3. Join the machine to the domain.
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4. Citrix CTX128058 Recommended Operating System Patches for Provisioned Windows Targets
contains a list of recommended hotfixes for Windows 2008 R2 and Windows 7. Or just install
the Convenience Rollup.

Pagefile

Ensure the pagefile is smaller than the cache disk. For example, if you allocate 20 GB of RAM to
your Remote Desktop Session Host, and if the cache disk is only 15 GB, then Windows will have a
default pagefile size of 20 GB and Provisioning Services will be unable to move it to the cache disk.
This causes Provisioning Services to cache to server instead of caching to your local cache disk (or
RAM).

The cache disk size for a session host is typically 15-20 GB. The cache disk size for a virtual desktop
is typically 5 GB.

1. Open System. In 2012 R2, you can right-click the Start button and click System.

Programs and Features
Power Options

Event Viewer

System 2

Device Manager Wy

Metwork Connections
Disk Management
Computer Management
Comrmand Prompt

Command Prompt (Admin)

Task Manager
Control Panel
File Explorer
Search

Run

Shut down or sign out k

Desktop
=l o] €
2. For older versions of Windows, you can click Start, right-click the Computer icon and click

Properties. Or find System in the Control Panel.
3. Click Advanced system settings.
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T u@ b Control Panel » All Control Panel ltems » Systern

Control Panel Home g . 3
iew basic information about

@ Device Manager Windows edition

@ Remote settings Windows Server 2012 B2 Standard

@ Advanced system settings © 2013 Microsoft Corporation, Al
reserved.

4. On the Advanced tab, click the top Settings button.

| Computer Name | Hardware | Advanced | Remote |

You must be logged on as an Administrator to make most of these changes.

Performance

Visual effects, processor scheduling, memany usage. and virtual memaony

| lear Prefilac

5. On the Advanced tab, click Change.

Visual Effects | Advanced | Data Execution Prevention

Processor scheduling

Choose how to allocate processor resources,

Adjust for best performance of:
() Programs (®) Background services

Virtual memaory

A paging file is an area on the hard disk that Windows uses as
if it were RAM,

Total paging file size for all drives: 1344 MB

6. Either turn off the pagefile or set the pagefile to be smaller than the cache disk. Don’t leave it
set to System managed size. Click OK several times.
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Virtual Memary -

[ ] Automatically manage paging file size for all drives
Paaging file size for each drive
Drive [Volume Label] Paging File Size (ME)

C: 4045 - 4095
o [Data] Mone

Selected drive: [
Space available: 27279 MB

(®) Custom size:
Initial size (MB):

Maximum size (MB): | 4053

() system managed size

() Mo paging file Set,

Total paging file size for all drives

VMware ESXi/vSphere

VMXNET3

For VMware virtual machine, make sure the NIC is VMXNET3. E1000 is not supported and will af-
fect performance.

If your Target Device is Windows 7 or Windows Server 2008 R2 with VMXNET3 NIC, install Micro-
soft hotfix http://support.microsoft.com/kb/2550978. If you forget to install it then the Provisioning
Services Target Device Software will remind you. This hotfix is included in the Convenience Rollup.

After the hotfix is installed, view hidden adapters in Device Manager and delete any lingering
(ghost) VMXNET3 NICs.

1. At the command prompt, type the following lines, pressing ENTER after each line

set devmgr_show_nonpresent_devices=1
start devmgmt.msc

2. Open the View menu and click Show hidden devices.

4 of 32 11/12/2016 4:30 P



PvS Master Device — Preparation — Carl Stalhood http://www.carlstalhood.com/pvs-master-device-prapan

Devices by type |
[ & | }{DSHUE Devices by connection |
I ‘@ Bﬂt! Resources by type
&M Cor
?l: Resources by connection
?“"fse |
&S Disg Show hidden devices |
[ D".-'E %
b FI':‘F Customize. ..
| Hﬂﬁvprullvu'Lunuwult' !
2 THE ATAJATADT ~ambrallare

3. Expand Network adapters and look for ghost NICs (grayed out). If you see any, remove them.

i File | Action \jew Help

e T E HE B B

a 28 XDSHOBR2
d ﬁ Batteries
-8 Computer
= Disk drives
] ‘-g, Display adapters
e OVD/CO-R.OM drives
- Floppy disk drives
[ = Floppy drive controllers
I»+ig IDE ATAJATAPI contrallers
Z% Keyboards
[+ Memaory devices
[» --}3 Mice and other pointing devices
[ I- Manitors
4 -&¥ Network adapters
i ¥ Microsoft ISATAP Adapter
----- l-"" Teredn Tunnellng Pseudn—lnterface
= "‘ 'umxnet.'_’r Eﬁﬁernet .ﬁ.dapte
n‘rr WAN Minipart (IKEvZ) I’\\)

SATA Controller

Provisioning Services does not support the SATA Controller that became available in hardware Ver-
sion 10. Change the CD/DVD Drive to IDE instead of SATA.
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i -'él- *New CONDVD Drive Client Device | - |
Status
CDVDVD Media To connect, power on the YM and select

the media from the VI Hardware panel
an Summary tab

Device Mode | Passthrough COROM | - |

Vitual Device Node '8 | IDE(0:0) New CD/DVD Drive ;",_;

Then remove the SATA Controller.

bk VMCT devica
5 d g o
¢ M) Maw SATA Controller ﬁ

poOther Devices

NTP
Ensure that the ESXi hosts have NTP enabled.
DHCP

After creating the vDisk, follow the instructions at http://www.jariangibson.com/provisioning-ser-
vices-6-black-screen-issue/ to clear any DHCP address in the vDisk.

Slow Boot Times

Provisioning Services (PVS) Target Devices in VMware ESX boot slow intermittently after upgrad-
ing the ESX hosts from 5.0 to 5.1.

Citrix CTX139498 - Provisioning Services Target Devices Boot Slow in ESX 5.x: Use the following

command to disable the NetQueue feature on the ESX hosts:

esxcli system settings kernel set -s netNetqueueEnabled -v FALSE

Hyper-V

1. Hyper-V Target Devices should be a Generation 1 virtual machine. Generation 2 support is

available in Provisioning Services 7.8 and newer.
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|dentity

Select Source Specify Virtual Machine Identity

Virtual machine name: 'F‘vSTempiate

Configure Hardware Description:

Select Destination

Select Cloud Generation: Generation 1

Add Properties

Summary
[

2. If Generation 1, each Hyper-V Provisioning Services Target Device must have a Legacy net-
work adapter.

Configure Hardware

Select Source Configure hardware for the virtual machine.
Identity profile or save a new profile based on your
Configure Hardware Hardware profile: | [Default - create new hardware config
Select Destination H Save As | 'I' New K Remove
# Compatib -z Disk e
Select Cloud = =
Cloud <% 5CS| Adapter
Add Properties il i & DVD
R Proce H
Summary 1proc B8 MNetwork adapter %
EE Memg H Legacy network adapt
AN W Fibre Chan et L
H Flopp: Legacy network adag

3. Give the Legacy Network Adapter a Static MAC address. If you leave it set to all zeros then
VMM will generate one once the VM is deployed.
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Select Source Configure hardware for the virtual machine. You can import settings from a hard
identity profile or save a new profile based on your settings.
! Canfigure Hardvare | derare profile: | [Default - create new hardware. configuration settings}
Select Destination ko Sove s | i New X Remove
[ WG Vides Adapter T~ [ tetwork Adapter 2 (Legacy)
Sabect iCloud Defout video pdagter | i =
#  Bus Configuration ! anmectivity
Add Properties 3 G O Devs s "
Devices () Mot connected
Sumimary HimitsrRncied 1 Connected ta a VM netwerk
- PuSTemplate dii..
4000 GB. Primasy VM network: vrxnet3 Ethemet Adapter - Virtual Swit E
€4 Virtual OVD drive VM stbnet: e
Mo Macka Captured _ :
G SCSI Adapter 0 ! | mdvezs =
[k Devicag @tached 4! You cannot customize IF settings for a stored virtual machine or a
% Network Adapters hasd gisk. You can ondy custoenize static IP settings o you use a Vh
W Metwork SAdapter 1 . s
Mot connectsd ®) Rynamic 1P
W Metwork Adspter 2 .. - Static P {from a static [P pool)

Conmeiog o v,

I pratocol version: | By arily
¥ Fibre Channel Adapters

MAL address
& Advanced Fy a e

@ Availability Dysapic

Hosrrial ™ Static O00000:00:00:00
e Part sl %
B CPU Prio Classification: | Mone

Nosead Dm:spnnﬁlgnfmmm
[ a
B virrual NuMa 1] Enable guest specified 1P addresses

4. When you reopen the virtual machine properties there will be a Static MAC address.
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Hardware Configuration
Checkpaints
Custom Properties
Settings

Actions

Senvicing Windows
Dependencies:
Validation Errors
Access

Storage

bl Save As | faNew X Bemove
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# General

Processor
1 processor

s Memory
512 M8

k=l Floppy Drive

No Media Captured
w7 coMm1

Mone

¥ com2
More
K Video Adapter
Defauk video adagter
£ Bus Configuration

U € IDE Devices

2 Devices afiached

o a PvaTemnplate
4000 GE, Prmary

9 Virtual DVD drive
Mo Media Captured

- 5C51 Adapter D
G Devices attached

2 Melwork Adapters

B Metwork Adapter 1
Connected to viromet

| Metwork Adapter 2 (...

Copnected to vitoosst

¥ Fbre Channel Adaplers

% Advanced

el

W Network Adapter 2 (Legacy]

Connectivity
) Not conngcted
@) Connected to a VM network

VM network: vmxnetd Ethemet Adapta

VM subnet:
[ ] Enabile VLAN
WLAN iD:
IP address
o), Dynapic 1P

(1 Static 1B {from 3 static iP pool)

MAC address -

() Dynamic

@ Static: 00-1D:D8:87:1C:02
Virtual switch E&

Logicaf Switch
Logical switch:

Classification: |
® Standard switch

Standard switch: | vmxnet3 Ethernet Adapte

5. Set the Action to take when the virtualization server stops to Turn off virtual machine.

This prevents Hyper-V from creating a BIN file for each virtual machine.

11/12/2016 4:30 P



PvS Master Device — Preparation — Carl Stalhood http://www.carlstalhood.com/pvs-master-device-prapan

Add Properties

Select Source Automatic actions -

Identity Select an action to perform automatically when the virtualization server starts:
Configure Hardware | Don't turn on the virtual machine ~]

Select Destination Delay start up {seconds): | 0>

‘Select Host Action to take when the virtualization server stops:

Configure Settings |Tumnﬂ’ virtual machine % |']

Select Netwarks Operating Syzbem

Add Propertie: | Specify the operating system you will install in the virtual machine:
T— | Windows Server 2012 R2 Standard |~

6. To set a VLAN, either create a Logical Network and Network Site.
7. Or use Hyper-V Manager to set the VLAN on each virtual machine NIC.

|P?5Templute v| 4 » | Q

f Hardware |4 | U Legacy Network Adapter
¥ Add Hardware ' _
& BIOS Spedfy the configuration of the network adapter or remave the network a
Eot from CO Virtual switch:
- Memory | vmixnet3 Ethernet Adspter - Virtual Switch v
S1ZMB
& B VLANID

1 virtual processor Enable virtual LAN identification

&1 10E Coritroler 0 The VLAN identifier specifies the virtual LAN that this virbual machine wil

E‘“"‘:’;mt p— network communications through this network adapter.
vSTemplate diske 1.vhdx
= B IDE Controfler 1
Nonz Ta remove the -adapter from this virtual machine, dick Remove.
B 5CSI Controfer [
@ L pvSTemplate =
vmxnet3 Ethernet Adapter... ﬂ ‘We recommend that you use a kegacy network adapter only if you we
#® O pSTemplate a network-based instaliation of the guest operating system, or if inte;
mnmmnﬂﬂgﬂtmﬁmw Communicati
wmaet 3 Ethemet Adapier - V.. legacy network adapter are siower than b & nebiork adeeter,
W ocoM1
More
T comz
None

I'1 micbabba Pebes

Antivirus Best Practices
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Citrix CTX124185 Provisioning Services Antivirus Best Practices:

e Limit antivirus definition updates to the Target Device. Create a plan to upgrade the vDisk pe-
riodically.

e Avoid scanning your disk write cache location regardless of where this file resides. In limited
testing it has been observed that most scanners cannot detect a virus within this location be-
cause of their inherit design and the methods used to determine a virus.

e Avoid scanning the BNDevice.exe process on the Target.

e There are a few drivers that should be excluded from scanning in the <systemroot>\windows
\system32\drivers directory. For Provisioning Server 6.0 or later exclude bnistack6.sys,Cvhd-
BusP6.sys, CFsDep2 .sys

e Avoid scanning these processes on the Provisioning Server: StreamService.exe, StreamPro-
cess.exe and the soapserver.exe.

Exclusions

From http://blogs.citrix.com/2012/11/04/pvs-and-the-forgotten-antivirus-exclusions/:

A few recommended Server Side file exclusions.
C:\Windows\System32\drivers\CVhdBusP6.sys => (PVS 6.1)
C:\Windows\System32\drivers\CVhdBus2.sys => (PVS 5.6)
C:\Windows\System32\drivers\CFsDep2.sys => (PVS 5.6 and PVS 6.1)

C:\Program Files\Citrix\Provisioning Services\BNTFTP.EXE => (PVS 5.6 and PVS 6.1)
C:\ProgramData\Citrix\Provisioning Services\Tftpboot\ARDBP32.BIN => (PVS 5.6 and PVS 6.1)
D:\Store => (1i.e. local vdisk store)

A few recommended Server Side processes to be excluded.

C:\Program Files\Citrix\Provisioning Services\StreamService.exe => (All versions)
C:\Program Files\Citrix\Provisioning Services\StreamProcess.exe => (All versions)
C:\Program Files\Citrix\Provisioning Services\soapserver.exe => (All versions)

A few recommended Target Device exclusions.
C:\Windows\System32\drivers\bnistack.sys => (Only targets, Win2003/XP)
C:\Windows\System32\drivers\bnistack6.sys => (Only targets, 2008/Win?7)
C:\Windows\System32\drivers\BNNF.sys => (Only targets)
C:\Windows\System32\drivers\BNNS.sys => (Only targets, Win2003/XP)
C:\Windows\System32\drivers\BNNS6.sys => (Doesn’t exist anymore with PVS6.1 Agent)
C:\Windows\System32\drivers\BNPort.sys => (Only targets)
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C:\Windows\System32\drivers\CFsDep2.sys => (Only targets, Win2003/XP)
C:\Windows\System32\drivers\CVhdBusP52.sys => (Only targets, Win2003/XP)

C:\Program Files\Citrix\Provisioning Services\BNDevice.exe => (Only targets, 2008/Win7)
C:\Program Files\Citrix\Provisioning Services\TargetOSOptimizer.exe => (Only targets, 2008/Win7)

An even easier approach would be to exclude the complete Provisioning services folder.

Symantec Endpoint Protection

http://blogs.citrix.com/2012/06/04/how-to-prepare-a-citrix-provisioning-services-target-device-
for-symantec-endpoint-protection/.

Kaspersky

CTX217997 BSOD Error: “STOP 0x0000007E CVhdMp.sys with Kaspersky antivirus: install Kasper-
sky Light Agent using the /pINSTALLONPVS=1 switch.

Boot ISO

You can create a Provisioning Services boot ISO for your Target Devices. This is an alternative to
PXE.

1. On the Provisioning Services server, run Provisioning Services Boot Device Manager.

Search

Everywhere -

B e Manager

o9 Provisioning Services Boot Device
" Manager A

2. In the Specify the Login Server page, add the IP addresses of up to four Provisioning Services
servers. Click Next.
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Specify the Login Server

Server Lookup
() Use DNS to find the Server

Host name |ImageSewer1

Pon

(®) |Jze static |P address forthe Server

Mote: f High Availability is not being used, only enter one server.

Server P Address Server Pot  Device Subnet Mask  Device Gateway
102232 6510
102223 R910

| Add | | Edit | | BRemove | | Move Up | | Move Down

3. In the Set Options page, check the box next to Verbose Mode and click Next.

Set Oplions

Verbose Mode (Display diagnostic irformation)
] Irrterh Safe Mode (Select f device hangs during boot)
[+] Advanced Memary Support

Metwork Recovery Method |HE=St0I'E MNetwork Connection V| after I:I seconds

Login Poling Timeout millizeconds (valid range 1000 to 60000)
Login General Timeout miliseconds (valid range 1000 to 60000)

4. In the Burn the Boot Device page, do not click Burn. If you do then you will have a very bad

day. Instead, look in the Boot Device section and change it to Citrix ISO Image Recorder.
Then you can click Burn.
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Bum the Boot Device

Device IP Configuration
(® il lze DHCP to retrieve Device [P

() Use Static Device IP
IP Address | 0. 0.0 .0 || Increase | Port IWI Use default
SubnetMask | 0 . 0 .0 .0 |
Gateway | 0. 0.0.0 |

Specify DNS Addresses to lookup the Server
This information is used when the Server lookup method is DNS

Primary DNS Server Address [0 .0 0. 0]

Secondary DNS Server Address | 0.0 .0.0 |

Domain Mame | |

Boot Device
[ ] Add an active boot partition

Device |[i]1x 150 Image Recorder

e W
LIEFI Metwork
Boot NIC Interface Index D
Media Properties
[ ] Protect SED
[ ] Generate random password (make media Write-Once)
Password | | Confirmation |

5. Save the iso and upload it to a datastore or VMM library.
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© * 4 [Ba» THisPC » Local Disk(C) »

v & | | Search Local Disk (C)

Organize =  Mew folder

W Favorites
B Desktop
& Downloads
i Recent places

MName

J. Perflogs

& Program Files

4 Program Files (xB8)
4 Users

L vDisks

L Windows

Date modified

B32A203 10:52 AM
TOWE2014 8:53 PM
/2952074 T:44 PM
/2572004 T35 PM
WML TSI PM
1EA2NE B33 PM

File ficider
File folder
File folder
File foldar
File folder
File folder

<|

PvsBooy

190 File (“.isa)

SODRS Rules | wApp Options ]

kB Hard disk 1

v B2, 5CSl controller 0
3 Metwork adapter 1

- @ *CD/DVD drive 1
Status

CDIDVD Media

2 |7J (i)
ok «| (w8 |+
50 ] [e8 -

L3I Logic SAS

[ VIVl Metwork

| 8.4 ] [ connected

| Datastore ISO File

|'v'| [] connected

¥ Connect At Power On

Itnre’l]lSDfF'uSEmotlisn | Browse... |

Disable Network Offload

Set the following registry key:

e HKEY LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\TCPIP\Parameters\

DWORD = DisableTaskOffload
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Value: “1”

Also see Ingmar Verheij Citrix PVS: Optimize endpoint with PowerShell: The script applies a num-
ber of best practices to optimize the performance of the PVS endpoint.

tor to the default UDP scavenge value

Target Device Software 7.11 Installation

Do the following on the master VDA you intend to convert to a vDisk. Try not to install this while
connected using RDP or ICA since the installer will disconnect the NIC.

1. Your Target Device might have ghost NICs. This is very likely to occur when using VMXNet3.

Follow http://support.citrix.com/article/CTX133188 to view hidden devices and remove ghost
NICs.

2. Go to the downloaded Provisioning Service 7.11 and run PVS_Device_x64.exe.

= Lpplication Tools:  Device
Home Share View IManage
&« v «« KenDesktop » 7.1 # ProvisioningServices711 » Device
-
Marmne Date
7 Quick access E
PV Device G2
B Desktop = — —
PVS_Device x64 8/7/2
= Documents |:3,’

L Nownlaads

3. In the Welcome to the Installation Wizard for Citrix Provisioning Services Target Device x64
page, click Next.
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EJ Citrix Provisioning Services Target Device x84

Welcome to the Installation Wizard for Citrix

c\iTRIxa Provisioning Services Target Device x64
a

The InstallShield{R) Wizard will install the Citrix Provisioning
Services Target Device x64 on your computer, Itis
recommended that you disable any Antivirus software before
continuing. To continue, dick Mext,

4. In the License Agreement page, select I accept, and click Next.

ﬁ Citrix Provisioning Services Target Device x64

License Agreement

pod

]
You must view the entire license agreement in order to continue, CITR!X

This is a legal agreement (" AGREEMENT") between the end-user customer {"you"),
and the providing Citrix entity (the applicable providing entity is hereinafter referred
to as "CITRIX"). Your location of receipt of Citrix product (hereinafter "PRODUCT")
and software maintenance (heremafter "MAINTENANCE") determines the providing
entity hereunder. Citrix Systems. Inc a Delaware corporation, icenses the PRODUCT
and provides MAINTENANCE in the Amencas. Citrix Systems International GmbH, a
Swiss company wholly owned by Citrix Systems_ Inc_ licenses the PRODUCT and
provides MATNTENANCE i Europe, the MMiddle East and Africa. Citrix Systems
Acin Parifie Prr T td heanzas thea PROMDTTCT and nenvidas WTATWNTEM AN in A cia

(@)1 gccept the terms in the license agreement! Print

{1 do not accept the terms in the license agreement

5. In the Customer Information page, click Next.

CITRIX LICENSE AGEEEMENT s

Customer Information

User Mame:

Oraganization:

|Cor|:|

Install this application for:

{®) Anyone who uses this computer {all users)

() Only for me {Corp)

6. In the Destination Folder page, click Next.

EJ Citrix Provisioning Services Target Device xb4 >

L]
Flease enter your information. crrl!x

http://www.carlstalhood.com/pvs-master-device-prapan
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ﬁl Citrix Provisioning Services Target Device x84 -
Destination Folder .
Click Mext to install to this folder, or dick Change to install to & different folder, crrl-!x

==t Install Citrix Provisioning Services Target Device k64 to;
C:\Program Files\Citrix\Provisioning Servicesh, Change. ..

7. In the Setup Type page, click Next. This installs support for Session Recording.

}EJ Citrix Provisioning Services Target Device xB4 >
Setup Type &
Choose the setup type that best suits your needs. ClTR!X

Please select a setup type,

(@ Complete

All program features will be installed, (Requires the most disk
space.)

| Choose which program features you want installed and where they
will be installed. Recommended for advanced users.

8. In the Ready to Install the Program page, click Install.

jg-! Citrix Provisioning Services Target Device xb4 >
Ready to Install the Program -
The wizard is ready to beqin installation. CITR!X

Click Install to begin the installation.

If vou want to review or change any of your installation settings, dick Badk. Click Cancel to
exit the wizard,

9. In the Installation Wizard Completed page click Finish.
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}Ej Citrix Provisioning Services Target Device x84 et

CITRIX'

Installation Wizard Completed

The Installation Wizard has successfully installed Citrix
Provisioning Services Target Device x64. Click Finish to exit the
wizard,

Launch Imaging Wizard

10. The Imaging Wizard launches. First review the following tweaks. Then proceed to converting
the Master Image to a vDisk.

Target Device Software Tweaks

Prevent Drive for Write Cache

From Carl Fallis at Move writecache file to arbitary drive at Citrix Discussions: the driver that de-
termines which partition to place the local cache searches for a file named: {9E9023A4-7674-41be-
8D71-B6C9158313EF}.VDESK.VOL.GUID in the root directory. If the file is found it will not place the
write cache on that disk.

Excessive Retries
If VMware vSphere, make sure the NIC is VMXNETS3.

From Carl Fallis at Citrix Discussions and CTX200952 -High Amount of Retries Shown when Using

Private Mode or Maintenance Version in PVS 7.6: Creating an image with 4 vCPU takes hours. With

2 vCPU’s, it’s completed in a few minutes.

The workaround for excessive retries in PVS 7.6 is to add the following registry key in the target de-
vice to reduce the number of threads used:

e HKLM\SYSTEM\CurrentControlSystem\Services\Bnistack\Parameters
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o IosRequestThreads (DWORD) = try 2 and if the retries persist try 1

This has to be added while in private mode and you must reboot for this is take effect.

Computer Name

From Citrix Discussions: what happens is if the name cannot be retrieved from the bootstrap then
the name defaults to the mac address. You can force the target to ask again for the target’s ma-
chine name by setting the following registry key in the registry.

e HKLM\System\CurrentControlSet\services\bnistack\Parameters (you may have to create the
Parameters key if it is not already created)

e EnableGetComputerName DWORD 1 (default is 0 or disabled)

Even if you are not getting the Mac address for the target name and getting something different I
would use this key to enable the extra processing on the target to get the targets name. You are cor-
rect, this should be turned on by default. I will get it changed in the next release.

From http://discussions.citrix.com/topic/349911-pvs-71-device-name-in-pvs-console-in-uppercase-

booted-vm-is-lowercase/#entry1806121: So by default we set all names to lower case, I have no idea

why, it is historical for some unexplained reason. If you want the name to be left alone use the fol-
lowing registry key:

From the target machine, open the registry Editor and browse to the following key while in Private
mode or on a maintenance device:

HKLM\System\CurrentControlSet\Services\Bnistack
Create a new key called ‘Parameters’ if doesn’t already exist.

Create a DWORD value in the ‘Parameters’ key called “TcpipHostnameNoConversion” and set the
value to 1

Cache Disk Initialization Timeout

From http://discussions.citrix.com/topic/347399-pvs-61-caching-on-server-instead-of-a-client-
hard-drive and Citrix Knowledgebase article — Write Cache Set to Provisioning Services Target De-
vice Falls Back to Server: we have seen that it may take longer for the drives to initialize and by in-
creasing the time and the number of retries the local hard drive can be accessed. You can increase
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this by using the following registry keys:
e HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\services\bnistack\parameters
© WcHDInitRetryNumber DWORD 50-200 default is 150 I would set this to 200

© WcHDInitRetryIntervalMs DWORD 50-500 default 100 number of ms to wait between
retries, I would bump this one up to 300-500

Target Device Time Zone

CTX200188 Citrix Provisioning Services 6.1.21 and Citrix Provisioning Service 7.1.3 Target Time
Zone Changes: the target devices request the time zone information from the Citrix Provisioning
Services Server at boot time and set the time zone to the connected Citrix Provisioning Services
server. If the time zone has a successful process, they execute the following command:

w32tm /resync /nowait

To disable the target device from using the time zone of the Citrix Provisioning Services server, set
the following registry key in the vDisk image. The values must be modified in the registry of the
master image to take effect during boot time.

e HKEY LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\Bndevice\Parameters
e Name: DisableTimeZone
e Type: DWORD

e Value: 1

Hide Provisioning Services Icon

From http://danielruiz.org/2013/11/11/xenapp-6-5-full-desktop-hide-pvs-system-trayy/:
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After researching the web a bit, I came across this HKLM key from Jack Cobben described in his
blog Hide Virtual Disk Tray Icon where it simply stated to add the reg hive below.

HKLM\Software\Citrix\ProvisioningServices\StatusTray

o “Showlcon” (DWORD) =0

This however will disable to all users, even Admins, and I wanted to be able give administrators
the option to see the icon.

Solution: Apply the HKCU key below to your profile solution based on Group membership (Group
Policy Preferences > Item Level Targeting):

Windows Registry Editor Version 5.00

[HKEY_CURRENT_USER\SOFTWARE\Citrix\ProvisioningServices\StatusTray]

o “ShowlIcon”=dword:00000000
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Once that is in place the icon will go away.

Related Pages

e Convert Master Device to vDisk

e Back to Provisioning Services

Q00RO

March 7,2015 & Carl Stalhood & Provisioning Services

42 thoughts on “PvS Master Device — Preparation”

topokin
October 18, 2016 at 8:12 am

Hi Carl

Since we already have the required DHCP Options configured for another Sys-
tem, I opted using “boot ISO”. However I am not getting through “Download ts-
bbdm.bin x.x.x.x _failed.

I have all required ports opened on the PVS and I only have a single Server.

Anywhere else I should check?

Thanks

Carl Stalhood 2
October 18, 2016 at 8:14 am

4

Boot ISO uses the two-stage boot service on UDP port 6969.

topokin
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October 18, 2016 at 9:13 am

Thanks Thouhgt I already had it opened, but unfortunately it wasn’t.

I am now getting “Login request time out”. I’'ve checked “bootstrap” configu-
ration, the time out are set to 5000 and 30000 respectively.

Carl Stalhood 2
October 18, 2016 at 9:26 am

&

Login ports are UDP 6910-6969. http://www.carlstalhood.com/netscaler-fire-
wall-rules/#pvs

topokin
October 21, 2016 at 8:27 am

Thanks. Only opened port 6910, not knowing it requires the complete
range.

Don
October 17, 2016 at 3:59 pm

Terrific site.
I have multiple Citrix Device Collections that have different workloads. I have im-
ages that have 4GB, 6GB and 10GB cache RAM. Not sure if I have under-

sized\oversized the cache RAM.

Is there a way to determine the correct size of the cache RAM for “cache in device
RAM with overflow on hard disk”?

Is there a way to determine how much of the vin’s RAM is utilized by the PVS
cache RAM (if it doesn’t overflow to disk)?
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a Carl Stalhood 2
October 17, 2016 at 7:02 pm

See http://andrewmorgan.ie/2015/08/accurately-checking-the-citrix-pvs-cache-
in-ram-overflow-to-disk-ram-cache-size/

David
July 21, 2016 at 3:02 pm

I am confused about “cache” and pagefile... I am setting up 7.8  have an a server
with 32 gigs of ram, no C: drive and a 15 gig D: drive where I hardcode an 8 gig
pagefile and the event logs. On the console, I have option, cache in device ram
with overflow on hard disk.. The default is 64 MEGs....I have it set to 512 meg. I
am not sure the amount to put in there.? Sorry for the dumb question, but this
cache is different than the pagefile? I got confused reading the beginning of this.
And I have been trying to find an explanation on this. When I turn it on, It shows
in VMconsole, host mem 5 gig.. guest mem% 75 to 95 %... Then it starts slowly
dropping That is with no users logged in just starting it up and letting it sit there..
If Ilog a user in, the guestmem % goes up a minute then drops... The other day I
watched it drop to 0 percent after 10 minutes with 1 user logged in. Generally our
handbuilt virtual Citrix servers with a full load of people working on them say 15
to 25%. I am worried about that thing hopping up to 95 percent and staying there
for 10 minutes... Any help? PVS server has 16 GIGs of ram on it. Right now with 1
user logged in doing nothing 15 minutes after boot it is sitting at 3 % and host
memory jumped to 7 gig adding the user but I opened a couple of apps.

/} Carl Stalhood &
% July 21,2016 at 3:09 pm

Windows cache and PvS cache are different. When a machine makes changes
to the files, PvS needs to write those changes somewhere. With PvS memory
cache, it writes the changes to memory. If PvS memory cache is full, it writes
them to disk.

Windows has both memory for apps, and memory caching for files. Memory
for apps overflows to the pagefile. Memory caching for files will use whatever
memory is not being used by applications.

Rikesh
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July 18,2016 at 5:45 am

How do I separate Page File from Write Cache Disk — e.g. D: (wbc) and have P:

Rikesh
July 18,2016 at 5:47 am

sorry and P: or whatever letter as Page File

a Carl Stalhood 2
July 18,2016 at 7:15 am

If pagefile is on C:, then PvS automatically moves to the write cache disk. If
pagefile is on a different disk, then PvS should leave it on that disk.

. Jabez Wray
July 13,2016 at 10:01 am

Hi Carl - do we still know if disabling NetQueue is required for ESX 5.5 Update 3
for PVS 7.6?

Doesn’t mention it specifically in ESX 5.5 article of known issues

http://support.citrix.com/article/CTX140135

Kallal
June 17,2016 at 9:08 am

Hi Carl

Thanks for the details.

Can we have PVS server in ESX 5.5 where as all streamed worker servers(750 in
total, 600 W2K3, 100 W2k8 R2, 50 W2K12 R2) on HyperV 2012 R2? Currently we

are streaming worker servers with HyperV legacy NIC. Will there be any problem
with Cross platform infrastructure?

,a Carl Stalhood 2

26 of 32 11/12/2016 4:30 P



PvS Master Device — Preparation — Carl Stalhood http://www.carlstalhood.com/pvs-master-device-prapan

T June 17,2016 at 11:27 am

I'm not aware of any restriction on that configuration. There’s no real connec-
tion to the hypervisor other than the drivers inside the vDisks and the hypervi-
sor connection when creating more VMs. The PvS servers themselves have no
awareness of the hypervisor they run on. The only consideration is PXE if they
are on separate networks.

Fahad
March 28, 2016 at 7:18 am

Hi Carl,

I am unable to image a new Win7 generation 1 VM as I getting. imaging wizard
did not restart error after i changed the VM boot to Network post 1st reboot. Get-
ting event ID 7026 The following boot start or network driver failed to load:
bnistack. VM is virtualized on Hyper-V and using SCVMM 2012 to create VMSs.

Any Help ?

Dennis Aston
March 8, 2016 at 11:57 am

Just a quick heads up Carl. vSphere 6.0: Sata controller on hardware version 10
and 11 fails the boot on PvS target device. Article almost a year old but I hadn’t
seen note on this on your site yet so thought I would pass it on. Paying it forward,
thanks for the work you do sir. Keep it up!

http://support.citrix.com/article/CTX200969

Cory
February 21, 2016 at 4:38 pm

Carl any recommendations on SCCM and 2012R2 for the master and worker
servers? 2008 seems to work fine, been having issues with 2012.

Carl Stalhood a
February 21, 2016 at 5:05 pm
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What specific issue? You generally don’t want to push applications or software
updates to non-persistent machines.

David
February 9, 2016 at 10:43 am

Dear Carl, Xendesktop Wizard creates vims with automatic mac addresses (in-
stead of manual) on vsphere, do you think this is a problem, lets say i migrate the
vdis to another esx-host and the mac changes!?

Carl Stalhood &
February 9, 2016 at 11:06 am

Mac won’t change unless you move it to another VCenter. Hyperv has the MAC
change problem but I almost never see it on vSphere.

Juan Perez

December 28, 2015 at 1:06 pm

Finishing up a deployment and just noticed that the on XA server, which is 2012
R2 has a notification that maintenance is running.

Did a little research and seems like this is an automatic task that runs, but in this
type of environment is it really necessary to have that enabled? I would think
not, and doesn’t seem like it will break anything if disabled.

Wanted to see what your opinion was on this?

Carl Stalhood 2
December 28, 2015 at 1:22 pm

There are various optimization guides you’re welcome to follow. However, I've
heard that many of them only make minor improvements to performance or
density.

yusuf.karadag@kingston.gov.uk
December 17, 2015 at 3:53 am
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Hi,

Our vDisk is using standard mode and caches on device’s Hard Disk. Where
should I be setting the pagefile for best performance?

Carl Stalhood 2
December 17, 2015 at 5:37 am

Leave it on C: drive and PvS will move it to the cache disk automatically, assum-
ing there’s enough disk space.

jsl30874
October 21, 2015 at 10:47 am

Hi Carl, 'm just about to do my first 7.6 deployment, so have been doping some
prep reading etc. One thing that stands out to me is there is no mention of the
“Prepare Server For Imaging or Provisioning” process that you had to launch
from the Roles Manager in XA 6.5.

Is this now taken care of by the Imaging Wizard?

,3 Carl Stalhood &
October 21, 2015 at 10:52 am

VDA will re-register with a Controller very time the VDA reboots. No special
configuration required.

j8130874
October 22, 2015 at 4:09 am

Cheers, Carl — Do you have a link to something I can read about this in a bit
more depth?

[ﬁ Carl Stalhood 2
October 22, 2015 at 5:01 am

I'm not aware of any document. When installing the VDA, there’s the option
to create a master image. When you use PvS or MCS to clone the image, the
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components handle registration automatically.

js130874
October 22, 2015 at 6:15 am

Thanks for the info Carl!

Markus
September 11, 2015 at 12:56 am

Hi Carl, thanks for all the very helpful info. Why do you recommend the vda In-
stallation directly in the vdisk after PVS Target?

Thanks a lot.

Carl Stalhood 2
September 11, 2015 at 5:55 am

I’'m not sure it matters. Sometimes I fully build a VDA machine and only later
convert it to PvS. Other times I convert to PvS as soon as possible. There’s no
specific install order for TD Software vs VDA.

Sunshineknox

September 8, 2015 at 4:17 pm

Carl,
What is your preferred option PXE boot or ISO? ISO obviously boots up quicker
than PXE. ’'m interested to know what your thoughts are on the two options.

Thanks.

Carl Stalhood &
September 8, 2015 at 4:35 pm

If everything’s on one VLAN then PXE is easier. If not, then need ISO or BDM.
The XenDesktop Setup Wizard configures BDM for you.
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Sunshineknox

September 8, 2015 at 7:53 pm

Carl,
Thanks for the info and this article. Do you know if one might perform better
or if Citrix recommends one over the other?

Carl Stalhood &
September 9, 2015 at 5:38 am

I'm not aware of any performance difference. Once the boostrap is loaded
they should be the same.

The simplicity of PXE is generally recommended since it defeats VMware’s
accusations of Citrix’s complexity. But it’s not always practical.

Sunshineknox
September 9, 2015 at 10:05 am

Thanks Carl.

Elena
June 23,2015 at 3:16 am

Hi Carl, thank you for your well structured article. Great contribution!

Mike Semon
June 22,2015 at 10:57 am

Carl,

Excellent Documentation. One thing I added was a Powershell script to mine if
you desire to leave al of your machines powered up:

Set-BrokerDesktopGroup “Desktop Group Name” -PeakBufferSizePercent 100
Set-BrokerDesktopGroup “Desktop Group Name” -OffPeakBufferSizePercent 100
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Amir
June 9, 2015 at 2:27 pm

Carl,

Excellent guide. Any workaround for the Windows 7 Target Device installation
and VMXNet3 error ?The referenced KB2550978 has been outdated/replaced with
new updates. Removing the VMXNet3 and adding E1000 does not solve the prob-
lem as well.

Carl Stalhood &
June 9, 2015 at 3:20 pm

See this thread - http://discussions.citrix.com/topic/354677-pvs-61-now-re-
quires-kb-2344941-or-kb-2550978-cant-install/

Peter
April 28, 2015 at 3:10 am

VERY helpful site, thanks!

Small remark, hiding the PVS icon on a user level should be done with following
registry key:

Hive HKEY_CURRENT_USER

Key path SOFTWARE\Citrix\ProvisioningServices\StatusTray

Value name ShowlIcon

Value type REG_DWORD

Value data 0x0 (0)
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