Hyper-V Replication — Enabling VM Replica

Below document prepared by taking the example “MOB-TEST” VM

Prerequisites:

> Make sure sufficient disk free space available at Primary site & Replica site servers
0 At primary site, approx. disk space observed during initial replication requires double

the size of VHD because snapshots & HRL files will be created in same VHD folder at the
time of initial replication.

Make Sure Replica Broker Service (Role) is online in cluster roles.
For successful replication, VM backup need to stop till replication completion

In this SOP, Initial replica export will be taken to external HDD due to less bandwidth —Make
sure it is connected to Hyper-v server wherever VM’s hosted.
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Authorization and storage

Spedify the servers that are allowed to replicate virtual machines to this
computer.
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9.3 Reset Check Boxes
Reset check boxes

® Allow replication from any authenticated server

Specify the default location to store Replica files:
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Browse. .,

(O allow replication from the specified servers:

Primary Server Storage Location Trust Group

Add... || Modify... || Remove

o This server is part of a failover duster. Use the Failover Cluster Manager to

change replication settings. ™
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3 Repiication Configuration
[F) Erabie this computer as 2 Replica server.

Authentication and ports
Speafy the authentication types to allow for incomng repication traffic. Ensure
that the ports you specify are open in the frewall

[¥illse f=rberos (5TTP):
Data sent over the network wil not be enarypted,
Spedfy theport: | 80 J

[7] Use cartificate-hased Authentication (HTTPS):
Diata sent over the netwark will be snaryplted.
Speafy the port: I—-I;J]
Speafy the certificate;

Isaued To:

Issimd By
Experation Date:
Intendad Purposs:
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Authorization and storage
Specify the servers that are allowed to replicate virtual machines to this
computer,

®) Allow replication from any authenticated server

Specify the default location to store Replica files:
|&ﬂm5hagewmem_m\ |

Browse...

() allow replication from the specified servers:

Storage Location Trust Group

Primary Server

Add... || Modify... || Remove

o This server is part of & failover duster. Use the Failover Cluster Manager to
change replication settings.
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Replica Broker at Replica site
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How to Enable Replica for a VM in Cluster

Choose the VM to enable replica. Now, | take the example of MOB-TEST VM to enable replica between
Primary Site and Replica Sites.

MOB-TEST VM Size is 80 GB and folder path as below —Verification step only
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Login to Primary server, Go to Hyper-v Manager -> Select VM MOB-TEST -> Right Click to enable
replication



Running

Before You !ii'.;-_jln

Spedfy Replica Server

Specify Connection
Parameters

Choose Replication YHDs
Configure Recovery Hstory
Choose Initial Replication
Method

Summary

This wizard helps you to configure replication for a virtual machine,

Before you proceed, ensure that you have configured a server to allow replication from this computer,
To verify this, use the Replication Configuration page of the Hyper-V Settings for the specfied Replica
ﬁu;;T;ﬂ?ang for completing this wizard, you can learn more about replication settings by didding

[] Do nat show this page again.

< Brevions | | MNext = | | Firish | Cancel




Before You Begin

Specify Replica Server

Specify Connection
Parameters

Choose Replication YHDs

Configure Recovery History

Choose Initial Replication
Method

Summary

Specify the Replica server name to use to repicate this virtual machine, If the Replca server son a
fallover duster, specify the name of the Hyper-V Replica Broker as the Replca server, Use the
Failover Cluster Manager on the Rephca server to find the name of the Replica Broker.

Replica server: w | | Browse. .,

[<provos | [Cnest> ][ o

Provide the Replica site Replica Broker name in the path as per above screenshot and click on Next




Choose Replcation YHDs

Configure Recovery History
Choose Intial Repication
Method

SUMIMary

ﬂ ﬁ Specify Connection Parameters

e Repicaserver:  MMEREPLEXR.TFO.LOCAL

Server
Rk s o
Authentication Type
®) Use Kerberos authenticabon (HTTP)
Data wil not be entrypted while being transmitted over the network.

e cortificate-based authentcation MTTPS

Cata wil b= =ngrypied while besng ransmitted over the network.,

[] Compress the data that is transmitted over the network,

Setect Certificate

[oreves | [Cremt> ] [ ] [t




In above screenshot, | unchecked the Compress the data that is transmitted over network because the
customer is already had WAN optimizer. Based on customer requirement, enable the same

i _:"ll'd = -
2 " Choose Replication VHDs
@/’

Before You Begin Clear the check boxes of any virtual hard disks (VHDs) that you do not want to replicate (for example,
Specify Riscics Server a VHD used for 5 dedicated pagng fike).

Specify Connection Mot replicating certain YHDs, such as the operating system VHD, could result in the Replica virtual
Parameters machine not starting up properly.

_ Choose Replication VHDs Virtisal Hard Disks:
Configure Recovery History ™ wecstcraqewn'l-lﬂefiw

Choose Initial Replication
Mathod

Summary

<previous | | MNext> || Fnsh || concel

Choose the VHD’s which are need to be part of replica.

Note:
If VM ‘s are configured with explicit page drives on different VHD files then it is good practice to exclude
the Page File’s VHD from replication - In this example, it is not applicable.



g $ Configure Recovery History

Before You Begn You can choose to store only the latest recovery point of the primary virtual machine on the Replica
: server of to add additional recovery points, allowing you to recover to an earlier point in time.
Specify Replica Server Additional recovery points require more storage and processing resources,
Spedify Connection
Parameters Specify the number of recovery points to save,
Choose Replication VHDs (®) Only the latest recovery point
Configure Recovery History () Additonal recovery points
fmlil Initial Repiication Murnbes of additanal recovery points o be stored; | "‘3‘1
Summary Additional recovery sapenois are created every hour. Estimated addiborss space required on the

Repiica server for storing hess reovery sapshols

5 2 (VS5), select the
ider tn specify the frequency L snapshots &
it copies will impact the performance « s nEming in the

when these NENEN0S AN [Seten

taeen

1 kg ‘- 12 halrs

Select latest recovery point and click on Next

Reason:
This option is based on customer requirement and disk space. We are choosing only one recovery point
as per customer requirement and considering disk sizes
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SN Y 00 Initial Replication Method

Before You Begin Before replication can start, an initial copy of all virtual hard disks that you selected must be
ify Replica Server transferred to the Replica server.

Specify Connection Size of the nitial copy of selected virtual hard disks: 79.9 GB

Parametecs Tritial Replication Method

Choose Repiication YHDs () Send initial copy over the network

Configure Recovery History ® Send inital copy using external media

Choose Initial Repcation
Method

Spedfy the location to export initial copy.
17-04-20161 || Browse...

() Use an existing virtusl machine on the Replica server as the initial copy.
Choose this option if you have restored a copy of this virtual machine on the Replica server.
The restored virtual machine will be used as the instial copy.

Schedule Inibal Replcation

Note: Choose the external HDD path, create a folder and map the same in above screenshot

Reason:

Replication over network is not recommended as it chokes the bandwidth and to reduce the bandwidth
consumption, we are initially exporting the VM to external disk and this disk will be shifted to DR site to
import the VM replica at replica site, so that only difference of changes will be replicated over network.




Before You Bagn

Specify Reglica Server
Speafy Connection
Parameters

Choose Replication VHDs
Configure Recovery History
Choose Iritial Replication
Method

ﬁé Completing the Enable Replication wizard

You have successflly completed the Enable Replication wizard, You are about to enable replication for
“Mability™ with the following settings:

Descripton:
Replica server: R TROLLOCAL
Replica server port: a0
Compress data: Mo
Authenticaton type: Kerberos authenbcabon
VHDs not selected for replication: None
Store additonal recovery points;  No
Initial replication method: Using external media
Location to exportinitial copy:  F:WiJJI-Rep-17-04-2016\

To enable replication and dose the wizard, dick Fnish.

Check the configuration and click on FINISH

Ba Completing the Enable Replication wizard

Before You Begin

Specify Replica Server
Specfy Cormecbon
Parameters

Choose Replicabon vHDs
Configure Recovery History

Chaose Iritisl Rephcation
Mathod

Tou have successfully completed the Enable Replication wizard. You are sbout to enable replication for
Tobiity™ with the following settings:

DCescription:
Repica server: = ER TRO LOCAL
Replca server port: 80
Compress data: Mo

Locatan to export imibal copy: F o i 1 70420 16,

To enable replication and dose the wizard, click Finish.




Below tasks will be done during initial replication stage —Verification step only
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If the physical hard disk you want to use is not isted, make sure that the

disk is offine. Use Disk Management on the physical computer to manage
physical hard disies.,
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Explanation on above screenshots:

> Initial replication started immediately at Primary Site and base VM will be created at DR site.

> Replica VM can be created on any other node in cluster, Move that VM to REPILCA HOST as
external disk will be connected to this server only

» At primary site, snapshots will be created during initial replica and deleted after initial
replication finished

After reaching 100 % of Sending Initial replica it will reach to the stage of “Replicating changes”
(Screenshot) —Verification step only
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After Replicating Change reaches to 100 %, snapshots will be deleted automatically.

Note:
If VM is accessed by 24 *7, then “Replicating Changes” may not go to 100 % stage so you can disconnect
external drive if it taking very longer time than expected



mame srane LFW usage HEFIQNED .-, UpTImE FLATEE AEpNCITION. .

L Famiring T134548  Repiceting changes @85

| l—- Running 1% 8132 MB 7135439 Mot Applcabls
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| T Running 1% E152 ME £ 195350 Met Appicabie
o ey Funning 0% 4056 MB 7115544 Met Applcable
5 i, Rurring 1% 34576 MB 7135530 Het Aopicabis
; o—— Running 1% 8132 ME 7135321 Mot Applcabie
. Ruriring b 16384 MB 7135524 MNet Applcatie
- - ™M Runring 0% ME2ME 7135576 Net Appdcabis
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Snapshots 12

The: selected vidual machine has no snapshots.

Folder at primary Site, will be as below — Verification step only

Note:
e HRL size will be varies from VM to VM based disk read/writes.
¢ HRL Size should not grow beyond 50% of total size of VHD size as there is chance of replication
failures
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You can view replication health -> Right click VM-> Replication -> View Replication Health



Sialistics for past 1 Hour 37 Mirtes

From time: 4NTANE 63626 AM
To tima: 41772016 B:13.50 AM
AVErDQE His: 257 MB

Maamium sre; 257 MB

Aorerage latency: o022

Emoen encourtersd o

Successiul repication cycles: 1 aut of 1{100%)

P Scati

Suze of data yet to be repheated: 15 ME

Last syncheonized ot 41772016 8.03:47 AM (Less than 5 mirutes ago)

At replica Site, Snapshots will be created at UK site after initial replica export completed - Verification
Step only
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Initial Replica Import at DR Site

After Disk connected to REPILCA HOST-> Start Import Initial Replica as below

s Hard Drive

You can change how this virtusl hard disk i attadhed to the virtual machine, If an
operating system is installed on this dek, changing the attachment might prevent the

General |
Format: VHD
Type: Differancing virtual hard disk
Location: CiChsterStorage Wohame 5/ INIIIIN o -V Rephea i tusl hard s

Fie Name: e ey R o [ e

Current Fie Soe: 415M8
Maximum Digic Sipe: 80 GB

Parent: Ci\ChusterStorage |Volume SIEERIG. PER -\ REPLICAVIRTUAL ¢

Irspect Parent...
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Provide the path external HDD where VM exported ->Click on Complete Initial Replication



- il Rapiiea - (L1 72008 - 121503 PM)

After Import replication finished, snapshots will be deleted automatically — Verification Step Only

ke i Progresss {1%)

| -
IREh

After Import finishes -> Check at Primary Site replication Health as sometime replication will go in
paused state -> in this stage, Select VM ->Replication -> Resume replication. It start replicating changes

if it went to paused state.

Virtual Machines
Blarme Teate CPU Lasge duigned .., Uptima Seatu Rephcstion Featth
- - . T T ——

To View Replication Health at Primary and replica sites from GUI

Go to VM-> Replication ->View Replication Health



Renlication State: Replcation enabled
Replication Type: Prmary
Curert Repica Server: RS
Repiication Heakh: Hamal
Statistics fior past 12 Houre 10 Minutes
From time: 4192016 3.00:01 PM
T time: 4720/ 2016 3:10:56 AM
Average sie: 22 ME
Madmum size: 871 ME
Average [@tency 0003
Emors encountered: 13 View events
Successiul replication cycles 137 out of 147 (535%)
’ !
Size of dafa yet to be replicated: 4 KB
Last synehronized at: 4720/206 F:10:23 AM [Lass than 5 minutes ago)
Replication State: Faplication enabied -i
Replication Type: Replica

Cusrert Primary Server.
Cusrerd Replica Server:

o T

Replication Health:
Statistics for past 21 Hours 12 Minutes
From time: 4/15/2016 10:00:00 AM
To tme: 42072006 T:12:32 AM
Average sze; 12 MB
Masimum gize: g7 ma
Average fatency 0:00:20
Erons encountensd: il
Successil repication cycles: 245 ous of 253 (56%)
Pending repacation
Last synchronized at: 42072016 7:10:23 AM {Less than 5 mirutes aga)
Test Falgver
Test faliower stafus: Mot Running
Last test fadover infliated &t Mot Aoolicable

To View Replication Health at Primary and replica sites from PowerShell
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Event Logs - Verification Step only

Event ID:32074, when replication enabled at Primary site

Event id 33602, Initial Replication was successfully exported to external drive

{1 Information 4/17/2016 6:36:26.AM Hyper-V-VMMS.

¥ Error AF1TF2016 %55:26 AM Hyper-V-YIMM3 16300 None

W Error 471772016 %:55:26 AM Hyper-¥-YMMS 16300 Mane

£ (1] »

Event 32074, Hyper-WV-VMMS

| General .|:| ctails

EH_-.'per-U successfully enabled replication for pnmary virtual machine 'l ~ 7, | ' - s
E” Bl
| @ /1772016 8:09:45 AM ]
|'U'Ern:|r A17/2016 T:55:28 AM Hyper-V-VMMS 32558 MNone
s m ¥
Event 33602, Hyper-V-VMMS »
General | Details
Initsal Replication was successfully exported at F\leo. .. Rep-17-04-2006800 ooy e .. " 7" w momceoiee. . forvirual

machine'M__ . (Virtual Machine IDT™"™"  .-20p0-

ol = I



£ 1l Information

SITA2006 B09:4T AM
41772016 80247 AM

Hypes-V-VMMS

19070

r:jjiIn’ﬁ:rrrrn!tlnn Hyper-¥-¥MS 19040 Mone
(i) Information 4/17/2016 B:09:46 AM Hyper-V-VMMS 19070 Mone
@Infmatinn 417/2016 2:0%:46 AM Hyper-¥-VMMS 33602 Mome
q&mr A/ 1772016 T:55:28 AM Hyper-V-VMMS 32558 None
£ n

Event 12070, Hyper-V-VMMS

General 'Lﬂetails |

W background dick merge has been started. (Virtual machine 10 I EE———————— g

& Information B

(i) Informatian 4/17/2016 8:08:47 AM
(1) Information 471772016 8:0%:47 AM
®1nfmmatinr| A1772006 3:09:46 AM

G{Jﬁf_@mﬂ.:i_qn 4/17/2016 8:09:45 AM
£

Hyper-V-ViMMS

18070
18090

33602

MNaone
MNone
MNone
Mone
MNeone

Event 19080, Hyper-¥V-VMM5

General | Details

Im background disk merge has been finished successfully. (Virtual machine ID m}

Event Logs after Initial Import Completion

Event id 32079 - Initial replication success event id after initial import in replica server




) Information  &720/2016 62630 AM Hyper-¥-YhNS 307 MNone

'-FE]FHFU‘TFH-!':IU’" 472072006 B2 556 AM Hyper-V-VRMS 30007 Mone
(irformation  4/20/2016 6:20:55 AM Hyper-V-UMMS 30007 Mone
':DFnFarmatlan 472042006 B 15:53 AM Hyper-¥-ViM5 30007 Mone

P T " BANAINNNE A mnar whATY

Event 32079, Hyper-V-VMMS

General | Details |

Initial replication completed successfully for virtual rn-uchm:m.

61 information  4/20/2016 T:02:00 AN Hyper-V-VMMS 32079  None

rj) Infarmation 472002006 7:00:53 AM Hyper-¥-VMMS 30007 MNone
@ Information 472002016 5:55:51 AM Hyper-¥-¥iM3 30007 None
Cj-:l Information 472002006 5:30:17 AM Hyper-V-VMS 30007 MNone
'-.E;l-l..i'._ i ALAAANAST S AT PN bk 8 b e avh ol dS ADant kL

Event 32079, Hyper-¥-VIMMS

General Dﬂ;.l;

Initial replication completed successtully for virual machine i nm

Resynch Initiate event 32325

Resynch Success event 29244,29242
Resynch Fail Event 32572,29270

Hyper-V snapshot deletion fail event 32589

How to Remove Replica for a VM in Cluster

Removing replica is simple method, Go the VM->Right Click ->Replication->Remove Replication from any

server
Remove Replication in both sites and delete replica files (HRL) if any..

Note:

Ideally, replica removing from Primary server should automatically remove other side also, in
windows 2012, you may see an issue in reflecting this , so if other side replication is not removed

automatically then remove replication manually on both sides.



Knowledge base References

> https://blogs.technet.microsoft.com/virtualization/2012/06/15/interpreting-replication-health-
part-1/

» http://blogs.technet.com/b/virtualization/archive/2012/06/21/interpreting-replication-health-
part-2.aspx

> https://blogs.technet.microsoft.com/virtualization/2013/06/28/save-network-bandwidth-by-
using-out-of-band-initial-replication-method-in-hyper-v-replica/

> https://blogs.technet.microsoft.com/virtualization/2013/08/27/using-an-existing-vm-for-initial-
replication-in-hyper-v-replica/

> https://blogs.technet.microsoft.com/virtualization/2014/02/02/hyper-v-replica-debugging-why-
are-very-large-log-files-generated/




