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Introduction:

Citrix NetScaler on Microsoft Azure has gone a long way from its early beginnings of
single IP mode with no High Availability to Multi NIC/IP mode with Advanced High
Availability all of which is driven by continuous Microsoft Azure enhancements to their
underlying cloud infrastructure and services knowing that NetScaler on Azure is to some
extent the same NetScaler we know on-premises.

NetScaler HA on Microsoft Azure has been a controversial subject due to the nature of
how NetScaler networking requirements work with Azure infrastructure network
architecture thus the many options of deployment and subsequently considerations,
requirements, limitations, and prerequisites. | have been trying to document how
NetScaler HA can be configured on Azure for some time now through these earlier blog
posts:

Citrix NetScaler HA on Microsoft Azure “ The Multi NIC/IP Untold Truth ”
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Configuring Multiple VIPs for Citrix NetScaler VPX on Microsoft Azure ARM Cloud
Guide

Configuring Active-Active Citrix NetScaler Load Balancing on Microsoft Azure
Resource Manager

Configuring Multiple IP Addresses for Citrix NetScaler VPX on Microsoft Azure
Resource Manager

Citrix NetScaler VM Bandwidth Sizing on Microsoft Azure

NetScaler HA on Microsoft Azure “Planned Maintenance”

As Azure keeps evolving, so are the ways NetScaler can be deployed including in High
Availability Active-Active or Active-Passive mode, so in our last UAE Citrix User Group
Community meeting, | conducted a hands-on presentation/demonstration on the various
ways HA can be configured for NS on Azure including the latest HA Template Active-
Passive considerations.

-

Many found it hard to grasp and so did | until recently, so | have decided to document
various ways discussed on top of demonstrate how to configure the HA template end:
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end because Citrix documentation/Reference Architecture for some reason cuts off in a
critical stage where one needs to understand what are the next steps to establish services

on this HA deployment.

Citrix NetScaler on Microsoft Azure Options:

Lets discuss in brief the various ways NetScaler can be configured on Azure with HA
options and eventually move on to the hands-on demonstration of the recent published
HA template with Active-Passive mode (INC & ALB DSR), kindly go through the previous
blog posts mentioned to get a detailed description on some of the options below:

Citrix NetScaler on Microsoft Azure Options

* NetScaler VPX with Single IP Mode
* NetScaler VPX with Single IP Mode HA

* NetScaler VPX with Multi IP/NIC Mode

=% \\indows Azur

* NetScaler VPX with Multi IP/NIC Mode HA Active-Active
* NetScaler VPX with Multi IP/NIC Mode HA Active-Passive

* NetScaler VPX with Multi IP/NIC Mode HA Active-Passive (HA Template)

* To HA or NoT to HA, That is the Question !

NetScaler VPX Single IP Mode Prvacy - Tems
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Before Microsoft Azure supported multi IPs/NICs on a single VM, NetScaler ran in single
IP mode which means your subnet IP, NetScaler IP, and VIPs are all using one IP which is
the primary IP assigned to the NIC attached to the NetScaler (since only on VM and a
single IP could be assigned). In order to host services on the NS, the same IP is used with
different ports to distinguish them.

This meant that If my NetScaler IP is 10.0.0.1 and | wanted to add an IIS 80 load balancer
for example, | would assign it the same |IP address but choose a different port such as
15001 . With Single IP mode, some well known ports are reserved to for NetScaler use so
they cannot be assigned like 80 or 443.

1. The NetScaler virtual machine reserves the following ports. You cannot define these as private
ports when using the Public IP address for requests from the internet.

Ports 21, 22, 80, 443, 8080, 67, 161, 179, 500, 520, 3003, 3008, 3009, 3010, 3011, 4001, 5061, 9000,
7000.

L. The Azure architecture does not accommodate support for the following NetScaler features:

e Clustering
® IPV6 VPX Model License Type
N .

Gratuitous ARP (GARF) VPX10 Standard, Enterprise, Platinum
® |2 Mode
» Tagged VLAN VPX200 Standard, Enterprise, Platinum
. Dynamic ROUtmg VPX1000 Standard, Enterprise, Platinum
e Virtual MAC (VMAC)

VPX3000 Standard, Enterprise, Platinum

o USIP P

® Jumbo Frames

The issue here was that users would have to access these services on their assigned ports
such as http://10.0.0.1:15001 and that was unacceptable so that way around that was to
front the NetScaler with an Azure load balancer not because we want load balancing (well
we do but more on that later) but because Azure ALB is capable of PAT/NAT while Azure
NSG “Network Security Group” is not. The ALB would have an IP and can use a well known
port, 80 in our case, and would PAT to port 15001 to access the service.
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Users are provided with the IP/Hostname of the Azure load balancer frontend IP with port
80 and the ALB will PAT this port to 15001 to the service hosted non NetScaler, which
means that for every virtual server that is hosted on NetScaler, you needed an Azure ALB
Frontend IP/ Backend Pool / and load balancing rule unless your users are fine with using
the custom port assigned to that virtual server directly on NetScaler.

NetScaler VPX Single IP Mode HA

Same requirements apply when deploying NetScaler Single IP in High Availability mode on
Azure as discussed above but with different considerations for this scenario. To cut the
story short, SNIPs cannot float on Azure network because an IP can be statically assigned
to an individual NIC which means that every NetScaler must have its own SNIP, and since
these NS appliances are in single IP mode, the only option here is to have one NIC/IP per
NS.

Though NetScaler documentation has been updated stating that Active-Passive is
supported in this scenario, | do not see how that is possible unless it is Multi IP mode (even
if that IP is the LB Frontend IP and INC/DSR is used) but Single NIC which yes would work
but also has more considerations than stated (documentation is a disaster). For Single IP
mode that being single NIC/IP, only Active-Active is supported. If you want to try Active-
Passive, then refer to the NS HA Template description section and apply the same conc

here but would have to be done manually and | have not tested it because it makes
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Active-Active HA means that both NetScaler’s are configured independently with same
exact configuration using different IP obviously and then Azure ALB is used to load
balance requests between both NetScaler’s. | have documented the configuration
required for this in an earlier post and the ALB configuration applies to single and Multi
NIC/IP Active-Active NS as long as the backend pools and ports are specified correctly.

There is a mix up in Citrix documentation on the internal and external architecture
pictures referenced with its related technical writeup, so to clarify, if a service (LB or AG or
...) is going to be access from the outside using a public IP then an External ALB is required
and if a service is going to be accessed from the inside using a private IP then an Internal
ALB is required. If a service is required to be access from both outside and inside then the
same service will require an external ALB and internal ALB configured independently.

NetScaler VPX Multi NIC/IP Mode

After Azure released official support for Multi NIC/IP support for Azure Virtual Machines,
NetScaler would not be limited to single IP mode given that the limitation was not
NetScaler related to begin with. Adding multiple IPs on the same NIC can be done diret
from GUI and then each IP can be assigned to SNIP and VIPs respectively on NS thoi
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For adding multiple NICs, GUI is not supported specifically for NetScaler VMs so couple of
PowerShell commands should be used to add the NIC. After the NIC has been added, IPs
can be assigned through Azure GUI same as for primary NIC. For management purposes,
the public IP would be assigned on the primary IP since by default it is the NSIP. One note
here is that with Multi IP mode (Single NIC) when a port is opened on the NSG, the port
would be opened to all IPs associated with that NIC so be careful here when segregation
of trafficis required (Multi NIC mode, each NIC has its own NSG).

NetScaler VPX with Multi IP/NIC Mode

Login-AzureRmaAcc

Register-Azure RmProvider Feature -FeatureName AllowhultiplelpConfigurationsPerNic -ProviderNamespace Microsoft.Network

Register-AzureRmProvider Feature =FeatureMame AllowLoadBalancingonSecondarylpConfigs =ProviderNameSpace
Microsoft. Network
Register-AzureRmResourceProvider -ProviderMamespace Microsoft. Network

snetscalervm=Get-AzureRmVM -Name “VPX-NAME" -ResourceGroup “SUBSCRIPTION-NAME®

Add-AzureRmVMMNetworkinterface VM Snetscalervm -Id “VPX PROPERTIES RESOURCE 1D *

snetscalerym.MetworkProfile. Networkinterfaces[0].Primary =5true

snetscalervm.MetworkProfile. Networkinterfaces

Update-AzureRmVM -VM Snetscalervm -ResourceGroupName “Resource

For Services that require external access, a public IP is assigned directly to the VIP the
hosting the service which would be an secondary IP on the NS NIC, after which
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because we have multiple IPs, the limitation of well known ports that existed with single IP
mode does not apply anymore and services can be created on any well known port. Also
remember that you need a Subnet IP for every NIC added.

NetScaler VPX Multi NIC/IP HA Active-Active Mode

Active-Active HA for NetScaler VPX Multi NIC/IP is fairly simple as long as Azure Load
Balancer Backend Pools are configured accordingly and assigned to the load balancer
depending on services required. In this scenario each NetScaler is configured
independently with exact same configuration except for different IPs and Azure ALB is
used to distribute traffic between NS appliances.

NetScaler VPX with Multi IP/NIC Mode HA Active-Active
(S
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Every service that is going to be hosted on NetScaler will require to be fronted by an
Azure Load Balancer that being internal or external resources. Backend Pools will vary
because each should connect to the IP that is hosting the service for example an load
balancer virtual server. A monitor should also be in place with the port assigned to that
service. This is required so that Azure LB fails over a service if its stop working while both
NetScaler’s are still functional.

End result would be configure both NetScaler’s with same virtual servers then for each
virtual server create an ALB (external or internal depending on type of access) that would
front it so users will get the ALB IP/host not the service hosted on NS. | know its a hassle
load balancing a load balanced virtual server and creating a specific monitor/backend
Pool/Front End Pool/Load Balancing Rule for each.
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I NetScaler VPX Multi NIC/IP HA Active-Passive

So why do we have an Active-Passive section and another section with Active-Passive (HA
Template), well because both work differently and have some varying configuration and
requirements. In an legacy Active-Passive deployment, or to make it simpler, an standard
on-premises Active-Passive deployment, VIPs vary and SNIPs float between NetScaler’s
while on NS is active and another is passive.

On Azure we cannot float IPs not VIPs nor SNIPs assigned to Azure VM NICs so if we
would just enable HA Active-Passive on Azure NS out of the box, the configuration would
be successful but none of the services when Primary NS is failed over would work because
those VIPs ( that were configured on primary NS and synced to secondary NS) do not
actually exist on the NIC assigned to the secondary passive NS.

To overcome this we would have to create two virtual servers from every service we want
to configure on NS, one with the primary NS VIP and one with the secondary NS VIP then
use Azure Load Balancer to load balance those requests with the required Frontend
IP/Back end Pools/LB Rules/Monitor. For example, we want to load balance I1S on port 80,
NS1 Primary has a VIP of 10.0.1 and NS2 Secondary has a VIP of 10.0.1.1.

On NS1 which is primary ( syncs the config to NS2 secondary ) we configure two load
balancer virtual servers for the SAME service, one with IP 10.0.0.1 and one with IP
10.0.1.1 . What happens is that ALB would forward requests to Primary NS1 virtual server
10.0.0.1 (based on ALB backend pool and monitor) and when it fails and secondary NS2
takes over the 10.0.1.1 virtual server is now taking the requests ( because this IP actually
exists on NS2 NIC then it would work ).

In this configuration, DSR is not required when configuring the load balancing rules but
still a hassle that two virtual servers need to be created for every service. Also note and
don’t forget that NSG needs to be configured on both NetScaler’s no matter if Active-
Active or Active-Passive is configured.

To Configure this would require a minimum of 2 NICs on every NetScaler’s and 2 subnets
with all related Azure Load Balancer config so the best approach would be to configure the
HA template which would create all that then start building those services and do not use
DSR on the Azure LB. I don't know why someone would go down this path anyhow but it is
an available option and | have tested this in the same way described.

NetScaler VPX Multi NIC/IP HA Active-Passive ( HA Template |
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The previous Active-Passive approach required additional effort in creating additional
virtual servers on NetScaler and additional IPS for VIPs on Azure NS VM so wasn'’t the
best solution out there and this lead us to the HA template recently released by Citrix. |
would say this approach to HA is the best amongst all discussed and is the recommended
way so | am going to showcase the configuration required to establish the same because of
Citrix documentation lacking in that area.

Before we deploy the HA template and test with a load balanced virtual server, lets discuss
what does the HA template do and why is it different from previous approaches. The HA
template configure two key components that make this all possible which are INC for NS
HA and DSR for Azure LB. In a nutshell these 2 options would allow the NetScaler to float
the VIP of any virtual server and keep the SNIP static/different for every NS part of the
HA.

But we established that VIPs cannot float over Azure network and this still applies, what
happens here is that the VIP configured in NetScaler is not an IP assigned to the NIC of
one of the NetScaler’s but rather the frontend IP of the load balancer that being public or
private. To simplify, lets assume we are load balancing an [IS 80 server , this virtual server
will require a VIP that is normally assigned to the NS VM NIC then added inside NS, well in
this situation NO, the VIP that will be added in NS, is the actual frontend IP of the load
balancer ( YES even if public IP ), that is why it is able to float to the secondary NS and keep
working (INC and DSR in action).

NetScaler VPX with Multi IP/NIC Mode HA Template

Resource Group

An active-passive deployment requires:

s An HA Independent Metwork Configuration (INC) configuration
* The Azure Load Balancer (ALB) in Direct Server Return (D5R) mode

Deploy NetScaler HA Azure Template:
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Enough chit chat, time to demonstrate this end to end making sure that we have a

functional NS HA with a load balancer virtual server that can be accessed on Primary

NetScaler and Secondary NetScaler once failed over without double the resources or

manual intervention:

Deploy the NetScaler HA 12.1 Template from Microsoft Azure:

Create a resource

All serv

Dashboard

Resource groups

All resources

Recent

virtual machines

Virtual machines

Cloud ser

ptions

Active Directory
" Monitor
O«

O NetScaler 12.1 HA

Azure Marketplace

Get started
Recently created
Compute
Networking
Storage

Web

Mobile
Containers
Databases
Analytics

Al + Machine Learning
Internet of Things
Integration
Security

Identity
Developer tools

Management Tools

Popular

O

3)

Windows Server 2016 VM

Quickstart tutorial

Ubuntu Server 17.10 VM

Learn more

Web App
Quickstart tutorial

SQL Database
Quickstart tutorial

Serverless Function App
Quickstart tutorial

Cosmos DB
Quickstart tutorial

Kubernetes Service
Quickstart tutorial

DevOps Project
Quickstart tutorial

ciape

NetScaler 12.1 HA # O x

Citrix NetScaler 12.1 High Availability (HA) Azure Resource Manager (ARM) template is designed
to ensure easy and consistent way of deplaying NetScaler pair in Active-Passive mode. This
template increases reliability and system availability with built in redundancy. This ARM template
supports Bring Your Own License (BYOL) or Hourly based selection. Choice of selection is offered
during template deployment.

Citrix NetScaler is an all-in-one web Application Delivery Controller (ADC) that makes applications
run faster, reduces web applicaticn ownership costs, optimizes the user experience, and makes
sure that applications are always available.

Citrix NetScaler offers many tools for application deployment. Some of the primary tools are:

* Application Acceleration and Application Security
 HTTP Compression and HTTP Caching
* Web Application Firewall (WAF)

* L4-7 Load Balancer

* Global Server Load Balancing (GSLE)

* 55L Acceleration

* Server Offloading

* Server Consolidation

* Content Switching and Content Caching
* High Availability

* Remote Access and Remote Monitoring
* Policy Engine with Multi-Tenancy

* Data Loss Prevention

* Session Persistence

* Single Sign-On
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Three NICs and Three Subnets are required for this type of deployment. Existing vNET
and subnets can be used but | have opted for new ones for the purpose of this
demonstration.
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These are the resources configured automatically when the HA template is deployed.
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By default, one public Frontend IP is added, which can be used for any service that will be

hosted and publicly accessible from NetScaler. Every service with the same port will

require a different Frontend IP that will later be added as the service VIP on NetScaler.
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Azure Load Balancer for NetScaler will communicate with the following SNIPs assigned on
each NS to determine which NS is primary and active. The reason you need to note this is
that later on, any service to be published, the port will need to be opened on the NSGs

assigned to the NICs hosting those IP addresses.
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Azure Load Balancer will use TCP 9000 to communicate with both NetScaler’s and
determine the status of each in order to load balance requests accordingly.
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This is the load balancing rule that determines the public IP, port, and service that is going
to be accessible and load balanced. Note that each future service will need a new load
balancing rule and make sure that DSR is enabled.
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Every NS VM will have three NICs attached, each on a different subnet. The first NIC is the
NSIP (mgmt.) and the other two, each will have a SNIP from its subnet configured in
NetScaler. The second NIC is the one that Azure ALB is using to determine health and
status of services and third can be used for backend services.
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If you have a bastion host to connect to your Azure environment and use that for
management then you don’t need to open 443 for the public IP assigned to mgmt. NIC in
order to gain GUI access to NetScaler. If not, we need to open the port to manage
NetScaler accordingly. These public IPs are only for mgmt. and can be removed with no
impact to NS config.
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On all NetScaler NICs, that being both NS that have a total of 6 NICs, change the IPs to
static or else you might lose your IP when you restart the VM.
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Now that | have opened mgmt. port 443 for public IP assigned to NS, lets login and double
check existing configuration and deploy a virtual server that will load balance my IS server
on port 80 to test NS HA:
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For testing purposes, | will add a service that points to my IIS service on port 80 and add a
virtual server to load balance this service.

Citrix NetScaler VPX AZURE BYOL

Dashboard Configuration Reporting Documentation Downloads
(] Traffic Management / Load Balancing / Services [ Senices
AZURE .
services
System
AppExpert * Services 1 Auto Detected Services 0 Internal Services &
I Traffic Management b
Add Statistics Mo action
Load Balancing -
Virtual Servers | Name State IP Address/Domain Na
O azurelbdnsservicel eUP 168.63129.16

Services
Service Groups
Monitors

Metnic Tables

Servers

Persistency Groups
Priority Load Balancing >
Content Switching ¥

Citrix NetScaler VPX AZURE BYOL

Dashboard Configuration Reporting

® Load Balancing Service

Basic Settings

Senvice Name*®

AD-I5

@N:—*-.‘.‘im‘v: C}Fxh!ll:r;iy:'.'m

P Address®

10 0 1 4

Protocol™

Port™
B0

» More

QK Cancel

Privacy - Terms


http://www.diyar.online/wp-content/uploads/2018/06/image-131.png
http://www.diyar.online/wp-content/uploads/2018/06/image-132.png
https://www.google.com/intl/en/policies/privacy/
https://www.google.com/intl/en/policies/terms/

Citrix NetScaler VPX AZURE BYOL

(_I:Iﬂflgdr.atlﬂl'l F!l"[.'.ll:l".lr'l:j entation Downloads

Q M Traffic Management / Load Balancing [ Virtual Servers

ATURE .

Virtual Servers

System

AppEspert » Add Statistics Select Action

Traffic Management = ] Marme State Effective State 1P Addies Part

Lead Balarcing r O Aruremdnsvierves sUP sUP 0000 0

Virtual Servers
SErviCes
Lerdce Gioupd
Monitors
hhetril Tablies
Sereers

Persistency Groups

Pl i el P

| am using the Frontend IP created by default with the HA template that has this IP
address, | will add that directly on NetScaler. Every new service will require a new
frontend IP as detailed below as long as the new service port is the same or else the same
can be used but a new load balancer rule will be required under any case.
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The port required to be published should be opened on the 2nd NIC attached to all

NetScaler’s because those are the NICs that Azure ALB is trying to reach.
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Accessing Frontend IP on port 80 is now successful and based on load balancing rule that
was created by default using the HA template for port 80 and that specific frontend IP, we
are able to access the service hosted on NetScaler.

Failover Primary NetScaler to Secondary NetScaler and test again to make sure that the
assigned frontend IP has floated to the 2nd NetScaler and service is still accessible on the
same public IP.

Privacy - Terms


http://www.diyar.online/wp-content/uploads/2018/06/image-140.png
http://www.diyar.online/wp-content/uploads/2018/06/image-141.png
https://www.google.com/intl/en/policies/privacy/
https://www.google.com/intl/en/policies/terms/

Citrix MetScaler VPX AZURE BYOL

P ——
" High Availability =

Wodst 3 BoutsMonken 0 Falkoved beefse e O

v atn

Citrix MetScaler VPX AZ

ntem [ Eegh Aymisbdety [ Wode
High Availability c
bodes ¥ Fouse Mondors O Fadonr ndmrince St 0

et bt

Bayler Hsle C e b g s M

BE| O3 s windows server x| s

- O m 1F117.11211

. Windows Server

Internet Information Services

Welcome Blepvenue  Tervetuloa

3z Benwvenuto &

I:; ] h" Bienvenido Hog geldiniz

b
Kethiig
Vitete  OplooTE Valk wanoears | Lighabzdljiik

Microsoft Willkammen [Velkommen

For every publicly accessible virtual server to be hosted on NetScaler, the following needs
to be created, if an internal accessible virtual server is required then just create an internal
load balancer and do the same (only difference is the ALB IP is private not public):
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® Load Balancing Virtual Server

Basic Settings

Create a wirtual server by specifying a name. an IF address, a port, and a protocol type. If an application i accessitde from b
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Conclusion:
L3

The HA template approach with INC and DSR is the optimal way of doing Active-Passive
HA for NetScaler on Microsoft Azure. Let me know if the above is not clear or any help is
required for the same in the comments below.

Salam ¢ .
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Farhan
25/04/2019 at 8:43 AM

Very good explanation. Thanks a lot

REPLY

Saadallah Chebaro
25/04/2019 at 7:46 PM

Thank you.
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Arun Ramalingam Privacy - Terms
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30/05/2019 at 7:36 AM

Thank you so much for the details but am still stuck.

Could you mail me please, So | could explain the issue?

REPLY

Saadallah Chebaro
30/05/2019 at 1:47 PM

Send me a message through the contact us form with your issue and I will look into
it. Thanks.

REPLY

Ralph
07/08/2019 at 5:46 PM

This is outstanding work, many thanks! Really fills in the missing links to understand
what’s going on in between Azure and the NetScalers.

REPLY

Saadallah Chebaro
07/08/2019 at 8:37 PM

Thank you Ralph.

REPLY

Ram Prasad
21/10/2019 at 6:49 PM
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Excellent Valuable Information
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Saadallah Chebaro
22/10/2019 at 9:44 AM

Thank you.

REPLY
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Your email address will not be published. Required fields are marked *
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