NVIDIA License Server Installation —Driver Installation on Host & Guest

As part of Citrix POC, we have used one VM for NVIDIA License server installation, Need a license
from NVIDIA before install of NVIDIA License server in a VM

How to get a Trail License from NVIDIA

Prerequisites & Installation procedures
Software’s Links
Host Driver (Should download from Nutanix Support)

Nutanix Support & Insights

vGPU Drivers (Should Download from NVIDIA Website)

NVIDIA Enterprise

NLP - Dashboard (nvidia.com)

NVIDIA License Server

https://nvid.nvidia.com/dashboard

NLP - Software Downloads (nvidia.com)

GPU profiles tool

Releases - JeremyMain/GPUProfiler - GitHub

Remote display analyzer tool

RDAnalyzer Pro edition — Remote Display Analyzer

Host Drivers Version



Compatibility Matrix:

AOS Version * AHV Version NVIDIA Host Driver Version Notes

AOS 61 2020105.30142 130 Download driver below

AOS 5.203LTS 2020105.2244 11.5,12.3 (EOL), 13.0 Download driver below

A0S 6.0 20201105.2076 12.2(EOL), 12.0 (EOL), 1.4 Download driver below

A0S 5.20.2 LTS 2020105.2229 11.5,12.3 (EOL), 13.0 Download driver below

AOS 5.201LTS 20201105.2096 12.2(EOL), 12.0 (EOL), 1.4 Download driver below

AOS 5.20 LTS 20201105.2030 120 (EOL), 114 Download driver below

AOS 519 202010512 n,n3 n4 Download driver below

AOS 5181 20190916.294 n,n3 n4 VGPU live migration Introduced

AOS 518 20190916.253 101 (EOL)

AOS 5171 20190916.231 101 (EOL), 10.3 (EOL)

AOS 5154 LTS 20190916.321 11,1314 Download driver below

AOS 5153 LTS 20170830.453 101(EOL), 10.3 (EOL) VGPU stats Issue resolved

AOS 5152 LTS 20170830.395 91(EOL) Missing vGPU stats >= GRID 9.2. Link
AOS 510 LTS 20170830184 8.4,91(EOL) Missing vGPU stats >= GRID 9.2. Link

Nutanix Support & Insights

vGPU version

NVIDIA vGPU Software 11 Releases

Branch status:

Long-Term Support Branch supported until July 2023

vGPU Software | vGPU Manager | Linux Driver | Windows Driver | Release Date
7 450.172 450.172.01 | 453.37 January 2022
6 450.156 450.156.00 | 453.23 October 2021
5 450.142 450.142.00 | 453.10 July 2021

114 450.124 450.119.03 |1452.96 April 2021

NVIDIA Virtual GPU (vGPU) Software Documentation

vGPU driver can download from Nutanix or NVIDIA

NVIDIA vGPU guest OS drivers for product versions 11.0 or later can be acquired via NVIDIA
Licensing Software Downloads under:
‘All Available’ / Product Family = vGPU / Platform = Linux KVM / Platform Version = All

Supported / Product Version = (match host driver version)
AHV-compatible host and guest drivers for older AOS versions can be found on the NVIDIA
Licensing Software Downloads site under 'Platform = Nutanix AHV'.



Best from Nutanix portal

NVIDIA GRID for AOS 515.4( Version: 11.4)

Nutanix Support & Insights

From NVIDIA portal download vGPU driver

NLP - Software Downloads (nvidia.com)

updated 2:1257 PM

RELEASE
PRODUCT VERSION DATE

All Supported NVIDIA vGPU for Linux KVM ALL Sep 30, 2020
Linux KVM All Supported NVIDIA vGPU for Linux KVM ALL Nov 5, 2020

Linux KVM All Supported NVIDIA vGPU for Linux KVM ALL Jan7,2021

Linux KVM All Supported NVIDIA vGPU for Linux KVM ALL Apr 23,2021

vGPU
For information about the software lifecycle for NVIDIA virtual GPU Software visit

NVIDIA vGPU documentation is available at

NVIDIA Host Driver Prerequisites

e Power off al VM’s on all Hosts
e Download the software’s from NVIDIA link

Use one of the following methods to identify the GPU card in use
root@ahv# Ispci | grep -i nvidia
OR

From Prism Element or Prism Central



Select the Hardware dashboard and click Table view selector to view the hardware information in a
tabular form. From the list, select a host with GPU installed on it. This displays the Host details with
the GPU model listed in it.

Implementation Steps:

NVIDIA GRID Virtual GPU Manager for AHV can be installed and upgraded from any Controller VM
using the install_host_package script. The script, when run on a Controller VM, installs the driver on
all the hosts in the cluster.

1. To make the driver available to the script, do one of the following:

e Copy the RPM package to any Controller VM in the cluster on which you
want to install the driver.
e You can copy the RPM package to the /home/nutanix directory.
2. Log on to any Controller VM in the cluster with SSH as the.nutanix user.(Nutanix/Nutanix/4u)
3. Install Drivers
a. nutanix@cvmsS install_host_package -r.rpm
Note: Replace rom with'the path to the driver on the Controller VM
Verification
nutanix@cvmS hostssh "rom -qa | grep -i nvidia"
or
with NCC Check detects if the NVIDIA driver is missing on any GPU node
ncc health_checks hypervisor_checks gpu_driver_installed_check
OR

This inspects the output for a table of output containing, amongst other things, the driver version and
detected GPU resources.

nutanix@cvm$ hostssh nvidia-smi
Reference:

Third-Party Integrations ANY - Installing and Upgrading NVIDIA GRID Virtual GPU Manager (Host
Driver) (nutanix.com)




Note: Contact Nutanix Support if you want to uninstall the NVIDIA host driver.

NVIDIA GRID vGPU Driver Installation on VM’s

Prerequisites

Make sure that NVIDIA GRID Virtual GPU Manager (the host driver) and the NVIDIA GRID guest
operating system driver are at the same version.

The GPUs must run in graphics mode. If any GPUs are running in compute mode, switch the mode to
graphics before you begin.

If you are using NVIDIA vGPU drivers on a guest VM and you modify the vGPU profile assigned to the
VM (in the Prism web console), you might need to reinstall the NVIDIA guest drivers on the guest
VM.

Implementation

e Assign vGPU profile to VM

e Install NVIDIA guest driver into guest VMs.

e (Ensure the guest driver version/build matches with the host driver version/build
e https://docs.nvidia.com/grid/)

e Install NVIDIA license server and allocate licenses.

e Install NVIDIA license server and allocate licenses.

¢ Download the NVIDIA vGPU software license server from NVIDIA dashboard.

Ref:

NVIDIA GRID vGPU Driver Installation and Configuration Workflow
Third-Party Integrations ANY - NVIDIA GRID vGPU Driver Installation and Configuration Workflow

(nutanix.com)

Nutanix Upgrade
FOR Prism Element without LCM, below is the order for one click upgrade is b
Foundation

AOS
AHV

Latest Nutanix AOS 5.15 LTS Released — HyperHCl.com

References

NVIDIA GRID Virtual GPU Support on AHV



AHV 6.1 - NVIDIA GRID Virtual GPU Support on AHV (nutanix.com)

Getting your NVIDIA® Virtual GPU Software Version
Getting your NVIDIA Virtual GPU Software Version

POC Implementation screenshots

NVIDIA License Server Installation on a VM

e Install JRE & JDK
e And set JAVA_HOME environment variable to JRE Path

Environment Variables

User variables for pocctsre

Variable Value

Path FUSERPROFILE®S\AppData Local\Microsoft\Wind owsApps;
TEMP USERPROFILE®\AppData\Local Temp

THMP USERPROFILEXS\AppData\Local\ Temp

Mew... Edit... Delete
Systern variables
Variable Value
ComSpec ChWindowshsystemn32\cmd. exe
J1AVA_HOME C:\Program Files\Java'jrel.8.0_321
MUMBER_OF_PROCESSORS 4
a5 Windows_MNT
Path ChProgram Files\Common Files OraclelJavajavapath; C\Program ..
PATHEXT JCOM;.EXE; BAT,.CMD; VBS; VBE;.J5;.J5E WSF, W5H; .M5C

PROCESSOR ARCHITECTURE  AMDE4

Mew... Edit... Delete




<« Softwares » NVIDIA-ls-windows-2021.07-2021.07.0.30193485 > MNVIDIA-ls-windows-2021,07-2021.07.0.30193485 v

S

Marme Date modified Type Size
grid—licen|| B NVIDIA License Server — *
el Introduction
grid-softu)

B0 setup & Introduction It is strongly recommended that you quit all programs before

() License Agreement continuing with this installation.

. X
& Apachs License Click the 'hWext' button to proceed to the next screen. If you

O Choose Install Folder want to change something on a previous screen, click the
() Choose Firewall Options Previous' button.

(O Pre-nstallation Summary
(O Installing. .
() Install Complete

You may cancel this installation at any time by clicking the
‘Cancel button,

<A NVIDIA.

B NVIDIA License Server — *

Apache License Agreement

i@ Introduction Installation and Use of License Server Requires
@ License Agreement Acceptance of the Following License Agreement:

@ Apache License Apache License
(") Choose Install Folder Version 2.0, January 2004

O Choose Firewall Options http:/fwww.apache org/licenses/

O Prednstallation Summary[ll TERMS AND CONDITIONS FOR USE. REPRODUCTION
() Installing. .. AND

DISTRIBUTION
() Install Complete
1. Definitions.

“License” shall mean the terms and conditions
for use, reproduction, and distribution as
defined by Sections 1 through 3 of this document.

@g nv I D'l A_ |:| j accept the terms of the License Agreement




MVIDIA License Server - x

Choose Install Folder

& Introduction
i@ License Agreement Please choose a destination folder for this installation.
@ Apache License

& Choose Install Folder

(L) Choose Firewall Options
() Pre-Installation Summary
() Installing. ..

Destination folder:

O Install Complete CONVIDIA\LicenseServer

Restore Default Folder Choose._.

<A NVIDIA.

LidLE Mmigcied IVEE JLEE

MWIDIA License Server - x

1

i Choose Firewall Options

i Introduction

@ License Agreement The license server listens on port TO70. This port must be
@ Apache License opened in the firewall for other machines to obtain licenses

fi thi :
& Choose Install Folder RN e SEEYE

& Choose Firewall Options The license server's management interface listens on port
& PreInstallation Summany il 8507 —=sibie et slosadtite st ptt s

() Installing._.

(O Install Complete License server (port 7070)

[ ] Management interface (port 8080)

<A NVIDIA.




MVIDIA License Server = X

1

Pre-Installation Summary

@ Introduction Please Review the Following Before Continuing:
& License Agreement
& Apache License

& Choose Install Folder

@ Choose Firewall Options Disk Space Information (for Installation Target):
Reguired: 153,385 346 Bytes

Awailable: 50,798,870 528 Bytes

Install Folder:
CANVIDIAL icenseServer

& Pre-Installation Summary

() Installing. .
() Install Complete

<A NVIDIA.

Install

Previous

Installing License Server

& Introduction

& License Agreement
@ Apache License

& Choose Install Folder
& Choose Firewall Optio
& Pre-Installation Summ

& Installing. .. c:‘ Installing Tomcat 9.0.50
() Install Complate ARALLRRRRRRNYNY

License Server




& Introduction

@ License Agreement

& Apache License

& Choose Install Folder

@ Choose Firewall Options
@ Pre-Installation Summary
& Installing...

& Install Complete

License upload

21 hitp://localhost: 2080/ licserver/ request view.action

Install Complete

License Server has been successfully installed to:

CAMNVIDIANLicenseServer

Press "Done” to guit the

£~ & <2 NVIDIA License Server Man...

installer.

and then click Upload to p the license file

« Upload license file (.bin file):

C:\Softwares\NVIDIA-Is-w  Browse... |




4/ Successfully applied license file to license server.

Browse for the license file you received from the NVIDIA licensing portal, and then click Upload to process the license file

+ Upload license file t.m..m):L Browse... | I

License Mansgement
Configuration
Login

# About
3 Settings

Clients

VIRTUAL
License Management

Lonfiguration Page 1of1

Login Botopage [1 V]

Total number of records: 1

From Client point(VDI) point to License Server

NVIDIA Control Panel
File Edit Desktop Help

Qu -Q | @

Select a Task,

= 3D Settings
Adjust image settings with preview
Manage 3D settings You can enable addiional features by applying a fcense.
- Licensing

License Edition:
o Your system is licensed for Quadro Virtual Data Center Workstation.

Primary License Server:

‘ 172.30.8.37

Port Number:
[20m

Secondary License Server:

Port Mumber:

Description:
The port number on which the primary license server listens for license requests. Default is 7070.

(@) Svstem information




NVIDIA Drives installation on Hypervisor Host

Implementation Steps:

NVIDIA GRID Virtual GPU Manager for AHV can be installed and upgraded from any Controller VM
using the install_host_package script. The script, when run on a Controller VM, installs the driver on
all the hosts in the cluster.

4. To make the driver available to the script, do one of the following:

e Copy the RPM package to any Controller VM in the cluster on which you
want to install the driver.
e You can copy the RPM package to the /home/nutanix directory.
5. Log on to any Controller VM in the cluster with SSH as the nutanix.user.(Nutanix/Nutanix/4u)
6. Install Drivers
a. nutanix@cvmsS install_host_package -r rpm
Note: Replace rpm with the path to the driver on the Controller VM
Verification
nutanix@cvm$ hostssh "rom -qga‘| grep -i nvidia"
or
with NCC Check detects if the NVIDIA driver is missing on any GPU node
ncc health_checks hypervisor _checks gpu_driver_installed_check
OR

This inspects the output for a table of output containing, amongst other things, the driver version and
detected GPU resources.

nutanix@cvmS hostssh nvidia-smi

"rpm -ga | grep -1 nvidia"




CUDA Version: N/A

+
GPU Name : nce 5 p.A | volatile Uncorr.
Fan Temp - :Usage/ Memory-Usage GPU-Util Compute M.
MIG M.

Process name

Driver Ver

ence-M| Bus-Id : Volatile Uncorr. E
sage/Cap| GPU-Util Compute M.
MIG M.

Process name GPU Memory |
Us




GPU Name
Fan Temp Perf Pwr:U

Process name

NVIDIA Drivers installation on Guest (VDI)

- 1 100% Extracting C\Softwareh452.96 ... _international.exe
Elapsed time: 00:00:04 Total size:
€ l Remaining time: 00:00:00 Speed:

Files: 225 Processed:

& GiiEac Compressed size:
Errors: 170 Compression ratio:

I Desktop|  pyrgiing

-@ Downloa
setup exe

j Documel

J') Music

- O X

512 MB
111 MB/s
512 MB
375 MB
3%

1 CrSoftware 452 96_grid_win10_server2016_server2019_64bit_intemational exe
ﬂ Videos Waming: Checksum emor

Data emor : Display Driver'\nvd 3dume_cfg.dl_

Data error : Display. Driver'nvd 3dum_cfg dl_

Data emor : Display. Driver'\nvdebugdump ex_

¢@ OneDrive i
4
5  Data emor : Display Driver\nvdecmitmjpeg.d_
]
i
8

3 This PC

Diata emor : Display. Drivernvdecmitmjpegs.dl_

Data emor : Display Dravernvdlist dl_

Data emor : Display Drivernvdlists dl_
5  Data emor : Display Driver'nvdradb bi_
10 Data emor : Display Drivernvencmith 264 di_
11 Data emor ; Digplay. Driver'\nvencmith 264x dl_
12  Data emor : Display Driver'nvencmitheve dl_
13 Data emor : Display. Driver\nvencmithevex dl_
14 Data emor : Display Driver\nvencodeapi.d_
15 Data emor : Display Drver'nvencodeapibd di_

o Network

Close

4 items 1 item selected 376 ME
]




Download Lower Version & installed (NVIDIA-GRID-Linux-KVM-450.102-450.102.04-452.77)

MVIDA Installer — >

NVIDIA Installer has finished

Component ‘ersion Status
Installed

Installed

Finish

@ o complete the installation, restart the computer.
Do you want to restart now?

RESTAAT NOW

Post Installation

fle Edit Desktop Help

o= 0|6

dlectaTask

Manage License

= 3 Settngs
Adustimage settngs with previen
Manage 30 settings bl i

bias B et T

o 4 @ » ControlPanel » Programs > Programs and Features v o

/A Your system does ot have 2 vald Quadeo Vetual Data Cener Workstato
Control Panel Home ; ;

Uninstall or change a program

Prpvecy v Seroey View installed updates To uninstall a program, select it from the list and then click Uninstall, Change, or Repair.

& Tum Windows festures on or
off

PortNmber: Organize = Uninstall  Change

—_— Install 2 program from the A

[ | Neme Publisher Installed On  Size Version
[B7-Zip 21.07 (x64) Igor Pavlov 24-03-2022 531MB 2107

Pty bt s {3 Citix Virtual Apps and Desktops 72112 - Virtual Deliv.. Citi Systems, Inc 2203202 21120032008
€ Microsoft Edge Microsoft Corporation 24.03-202 52000267
@ Microsoft OneDrive Microsaft Corporation 24-03-2022 119MB 19.043.03040013

PortNumber: ) Cor Microsoft Corporation 2203202 201MB 1429301350
# Cor 201 Microsoft Corporation 203202 179MB. 1429301350
EINVIDIA Graphics Driver 452.77 NVIDIA Corporation 2203202 w5277
ENviDiA Quadro View 20093 NVIDIA Corporation 24-03-2022 20083
B wmi2350 NVIDIA Corporation 2003202 2350

Descrption:




17 Task Manager — O
File Options View

Processes Peformance  App history Startup  Users Details  Services

CPU
5% 1.99 GHz

Memory
2.2/8.0 GB (28%)

~ Video Encode %~ Video Decode 0%

Disk 0 (C)
HDD
0%

Dedicated GPU memory usage

L
L
)
m

Ethernet
Ethernet
50 240 F: 0 Kbps

GPU O
NVIDIA GRID T4-40)
0%

Shared GPU memory usage 4.0GE

Utilization Dedicated GPU memory  Driver version:

U% 63,4"35 GB D?'l-.-'er.dats:l
DirectX versiomn:

GPU Memory Shared GPU memory Physical location:

04/75GBE 0.0/4.0 GB Hardware reserved me...

() Fewer details t}:? Open Resource Monitor

Important Notes & KB References

vGPU
Dedicated GPU(Pass:through GPU ) assign to single VM which limits scalability

Shared GPU (vGPU) can be shared across all VM's -> 64 users per card (need to check limit

for T4

NVIDIA GRID Virtual GPU Manager -> means it is Host Drivers which will be installed on
Hosts(hyperisor)

Install and upgrade NVIDIA drivers

e The NVIDIA GRID API provides direct access to the frame buffer of the GPU,
providing the fastest possible frame rate for a smooth and interactive user



experience. If you install NVIDIA drivers before you install a VDA with HDX 3D Pro,
NVIDIA GRID is enabled by default.

e To enable NVIDIA GRID on a VM, disable Microsoft Basic Display Adapter from the
Device Manager. Run the following command and then restart the VDA:
NVFBCEnable.exe -enable -noreset

e |If you install NVIDIA drivers after you install a VDA with HDX 3D Pro, NVIDIA GRID is
disabled. Enable NVIDIA GRID by using the NVFBCEnable tool provided by NVIDIA.

e Todisable NVIDIA GRID, run the following command and then restart the VDA:
NVFBCEnable.exe -disable -noreset

https://docs.citrix.com/en-us/xenapp-and-xendesktop/7-15-Itsr/graphics/hdx-3d-pro/gpu-
acceleration-desktop.html

https://discussions.citrix.com/topic/410107-nvidia-gpu-not-used-as-primary-display-driver-
on-passthrough-mode/
Q: Nvidia GPU not used as primary display driver on passthrough mode

Do you have the licensing from NVIDIA installed on a license server and the service
registered with your VM(s)? Are the drivers properly installed on your host? What do you
get if you run nvidia-smi from the CLI on yourXenServer/Citrix Hypervisor host? You won't
be able to run it without properly installed and configured licensing.

Installing and Upgrading NVIDIA GRID Virtual GPU Manager (Host Driver) -Good

https://portal.nutanix.com/page/documents/details?targetld=NVIDIA-Grid-Host-Driver-For-
AHV-Install-Guide:nvi-nvidia-grid-vgpu-host-drivers-install-t.html

NVIDIA GRID Host Driver for AHV Installation Guide

https://portal.nutanix.com/page/documents/details?targetld=NVIDIA-Grid-Host-Driver-For-
AHV-Install-Guide:NVIDIA-Grid-Host-Driver-For-AHV-Install-Guide

VIRTUAL GPU SOFTWARE EVALUATION - Free 90 Days Trial

https://www.nvidia.com/en-us/data-center/resources/vgpu-evaluation/

List of Certifed Hardware from NVIDIA



https://www.nvidia.com/en-us/data-center/resources/vgpu-certified-servers/

VIRTUAL GPU SOFTWARE
https://docs.nvidia.com/grid/10.0/grid-vgpu-release-notes-nutanix-ahv/index.html
Good for Tesla Details
https://docs.nvidia.com/grid/13.0/grid-vgpu-user-guide/index.html

Getting your NVIDIA® Virtual GPU Software Version -Good

https://docs.nvidia.com/grid/get-grid-version.html

GPU ACCELERATED VDI DEPLOYMENTS WITH NVIDIA AND NUTANIX - Very Good

https://www.nvidia.com/en-us/data-center/nutanix/

HDX 3D Pro GPU Support and Deployment Considerations -Good

https://support.citrix.com/article/CTX131385

NVIDIA GRID Virtual GPU Support on AHV

https://portalinutanix.com/page/documents/details?targetld=AHV-Admin-Guide-v6 1:ahv-
nvidia-grid-vgpu-support-on-ahv-c.html

The Prism web console does not support console access for VMs that are configured with
avGPU

https://portal.nutanix.com/page/documents/details?targetld=AHV-Admin-Guide-v6 1:ahv-
nvidia-grid-vgpu-support-on-ahv-c.html

vGPU VMs may not power on after AHV 20190916.x upgrade
https://portal.nutanix.com/page/documents/kbs/details?targetld=kA00e000000bsLmCAI



From AOS 5.18.1 with NVIDIA Virtual GPU software 10.1 (440.53) on, you can live-migrate
vGPU-supported VMs.

https://portal.nutanix.com/page/documents/solutions/details?targetld=TN-2046-vGPU-on-
Nutanix:TN-2046-vGPU-on-Nutanix

AHV-compatible host and guest drivers and GRID software for AOS versions 5.15.4 and on
are available on the Nutanix portal under Downloads > AHV > NVIDIA downloads.



